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ABSTRACT

Registration of pre-operative 3D volume dataset and intra-operative 2D images gradually becomes an important
technique to assist radiologists in diagnosing complicated diseases. In this paper, we proposed a novel 2D/3D
registration framework based on Support Vector Machine (SVM) to compensate the disadvantages of generating large
number of Digitally Rendered Radiographs (DRRs) in the stage of intra-operation. Estimated similarity metric
distribution could be built up from the relationship between parameters of transform and prior sparse target metric values
by means of SVR method. Based on which, global optimal parameters of transform are finally searched out by an
optimizer in order to guide 3D volume dataset to match intra-operative 2D image. Experiments reveal that our proposed
registration method improved performance compared to conventional registration method and also provided a precise
registration result efficiently.
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1. INTRODUCTION

Registration® nowadays gradually becomes a vital technique in daily medical surgery, it is widely used to combine and
enhance the information of two or several different modality data sets at different times. Many kinds of modern surgery,
including radiation surgery?, diagnosis and operation planning employed registration algorithm. Specially, in the field of
radiation surgery, most radiologists only diagnose diseases through viewing 2D X-ray film. It is very hard for a
radiologist to imagine the complex 3D shapes of tissue or organ various from different patients. To this point, we should
induce information of a 3D model reconstructed from pre-operative data obtaining by CT or MRI machine into 2D X-ray
image to aid radiologists to diagnose various diseases easily and accurately®.

For this purpose, although we still face with many problems including the low resolution and less information of X-ray
image, effective 2D-3D registration algorithm* is required to decide the physical space position of 3D model for
matching the intra-operative 2D X-ray image as accurately as possible. Geometry-based registration® matches selected
geometric features to minimize the sum of distances between paired features. Gradient-based registration®, on the other
hand, compares the projections of the volume data gradients with X-ray image gradients to find best similarity.
Furthermore, intensity-based algorithms match the intensities between 3D data sets and X-ray images by minimizing a
similarity measure to reach the goal of registration”®°. Intensity-based registration had been widely used for its
simplicity and robustness. As the key technology in this kind of 2D-3D registration, generation of digitally rendered
radiographs (DRRs)'****2 however, becomes a bottleneck of whole registration routine. During steps of optimization,
great number of intra-operative 2D DRRs had to be generated from the 3D data sets for comparison with X-Ray image in
order to obtain best similarity metric guiding the parameters of transform to match the 3D data sets with 2D X-ray image.
Obviously, it is very time-consuming.

In this paper, to reduce the time of generating intra-operative DRRs, we proposed a novel intensity based 2D-3D
registration method using Support Vector Machine (SVM)®. It is constructed from the relationship between parameters
of transformation for 3D volume data sets and metric distribution, which evaluates the similarity of X-ray image and pre-
operative DRR image of 3D data sets. Because of the characteristics of SVM, it could avoid generating intra-operative
DRRs during optimization steps and naturally compensate the disadvantage of time-consuming calculation of DRR
generation to boost up the performance of 2D/3D registration algorithm.



The rest of the paper is organized as follows: in Section 2, the theoretical concept of SVM is briefly reviewed, based on
which a novel registration framework is also figured out in this section, while the implementation of the registration
algorithm is demonstrated in Section 3. Section 4 presents some experimental results and evaluation. Finally, Section 5
summarizes our current work and leads to outlook on further work.

2. 2D/3D REGISTRATION FRAMEWORK BASED ON SVM

2.1 Support vector machine

Support Vector Machine (SVM)™** was developed form statistical learning theory™. It could be applied to solve
classification problems®™ and had also been extended to solve lots of regression problems™, named Support Vector
Classification (SVC) and Support Vector Regression (SVR) respectively. SVM is very suitable for estimating values
based on non-uniform sampling data sets, which only form a sparse distribution in the input space.

As mentioned above, our target is to estimate the similarity metric without generating intra-operative DRRs to approach
real metric distribution depending on sparse pre-operative DRRs as accurately as possible. This problem could be
demonstrated as follows:

Given a training data set{(X., y;)}'_, , minimizes the empirical risk

argminR,, [f] (1)
Where
l |
Remp[f]ﬁZ L(y;, f(X)) )
i=1

Hn is hypothesis space, xi is the degrees-of-freedom of transformation in the registration method, yi is the real similarity
value between pre-operative DRR image from 3D data and 2D X-Ray image with the current parameter xi of transform
and f is a non-linear evaluation function to estimate similarity metric. Furthermore, we choose L as & -insensitive loss
function defined below:
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Where £,C are both customized, é‘i,fi* are slack variables, we assumed that f(x) is composed of several non-linear

basic functions{¢; (x)} as follows:

f(x) =w'o(x) (6)



After inducing Lagrange function, the above optimization problem could be converted into its dual problem, which is
easy to be realized by means of computer programming.
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K(xixj) is the Kernel function. In our paper, we choose exponential radial basis function to satisfy the special
characteristic of similarity metric in 2D/3D registration. Finally, we find appropriate Lagrange multipliers to construct
the approximate function, which could estimate the metric value without generating intra-operative DRR image in a
reasonable time. The approximate function is like:

le(ai* —a;)K(%,X) (10)

2.2 Novel 2D/3D registration framework

In our paper, we apply SVR method to estimate similarity metric between 3D data sets and 2D X-Ray image without the
help of generating intra-operative DRR images in every optimization step. In other words, we could utilize the
promising empirical performance of SVR to predict the similarity metric value by means of sparse training data sets.
Through which we could build up an evaluation metric function of similarity for optimizer in registration method to find
the optimal parameters of transformation to match 3D data sets with 2D X-Ray perfectly. Then complicated and
indispensable information of pre-operation 3D data could be fused into intra-operative 2D X-Ray image to assist
radiologists in making surgery plan and diagnosing disease.

In detail, in the pre-operative stage, a 3D model reconstructed from CT or MRI machine when doing the routine check of
patient. The next step is to generate the DRR images from 3D volume data set according to the real coordinates and
focal position of X-Ray machine, which would be used for the radiation surgery at the subsequent stage. Note that we
just generate a little number of DRR images on the key position of each degree of freedom separately as training data.
The operations of this stage are all offline and we could also save these intermediate results into database classified by
each different patient for future use. These information presented the current status of patients are very important not
only for the radiologists or other doctors, but for the intra-operative registration method as well.

In the intra-operative stage, we divided it into two sub-stages. The first sub-stage called pre-registration is responsible
for generating the training data constructed by the information of DRR images and the intra-operative X-Ray images.
SVR method, which is defined in section 2, plays the main role of this sub stage. Particularly, features of training data
for SVR method are composed of each degree of freedom which had already been determined at the pre-operation stage.
The outputs of training data for SVR method are the real sparse similarity metric values between the pre-operative DRR
images and the intra-operative X-Ray images. After training, SVR could build up an estimated hypothesis searching
space mapping the parameters of transformation to metric criterion of 3D volume data and 2D fluoroscopic X-Ray image.
Through which, it could avoid the problem of local minima and also keep the similarity measure distribution against the
multi-parameters of transformation. In this stage, SVR training time has significant effects on performance of
registration method, a suitable SVR method has to be determined carefully by various experiments to maintain the
performance.

The second sub-stage called intra-registration is responsible for searching the optimal parameters in the estimated space
built up in the previous stage. To some extent, it is very similar to the conventional 2D/3D registration method®*. The



most obvious difference is that in each step of optimization in our proposed method, there is no need to generate the
DRR image comparing with the intra-operative fluoroscopic X-Ray image. The reason is that estimated metric function
is already obtained in the previous stage against the multi-parameters, thus we could directly predict the similarity metric
value with the help of promising empirical performance of proposed SVR method. Then optimization method is adopted
onto the estimated metric searching space to find the optimal parameters as usual. Finally optimal multi-parameters
could be obtained until the convergence of optimizer. With the help of these optimal parameters, 3D data set could be
transformed to match 2D X-Ray image perfectly for fusing information with each other.

The framework of our effective 2D/3D registration method is depicted as the following figure:
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Fig.1. Novel 2D/3D Registration Framework using SVR.

3. ALGORITHM

The process of our hybrid registration method is substantially to solve a multi-parameters optimization problem
according to similarity metric criterion. We utilize SVR to build up the multi-parameters searching space ready to be
optimized, through which the bottle neck of generating DRR images could be eliminated in the process of registration.

According to the above framework we proposed, each function encapsulated as components, which could be
implemented respectively sharing with distinct programming interface. Four main components would be demonstrated
in our paper. First component realizes the DRR generation, which still plays an important role of bridge between 3D
volume data set and 2D X-Ray image. Due to the generation ability of SVR method, only a little number of DRR images
should be generated as source images of training data sets. Second component focuses on similarity metric, which could



be predicted by SVR quickly and accurately. Third component applies six degree-of-random rigid transformation to 3D
volume data during the process of registration. Fourth component involves the optimization, which is used to adjust the
parameters of transformation described in third component for searching the optimal similarity metric described in
second component. Finally, optimal parameters of transformation are determined to control the moving 3D data
matching the referenced 2D X-ray image.

3.1 Digitally reconstructed radiographs

Many accelerated DRR generation algorithm, including shear-warp rendering®, lightfield'* and GPU based generation'?
are proposed in the past in order to overwhelm the obstacles of conventional method. However, considerable number of
intra-operative DRRs still had to be computed out during steps of optimization.

In our proposed method, we had built up a bridge between parameters of transform and similarity of 3D volume data and
2D X-Ray image by means of SVR. Just like the framework demonstrated above, we do not have to generate the DRR
image except at the key node of parameters. That is to say, only a small number of computational DRR image should be
generated in advance for SVR training, then we could predict the similarity metric during the online operations through
SVR trainer instead of computational DRR images. Since the generation of DRR is no longer the bottle neck of intra-
operation registration and we could adopt the high-accurate ray casting method to generate DRR before surgery. For
each pixel of the imaging plane, a ray is back-projected into the 3D volume. Then a sum of all voxels in the volume that
the ray intersects with is computed. Finally, we generate DRR image onto the imaging plane by rays through the focal
point to the imaging plane. Fig.2. explains this approach briefly.
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Fig.2. Ray Cast DRR generation

3.2 Similarity metric

In our paper, two kinds of similarity metric should be considered. Firstly, at the pre-registration stage, real similarity
metric between DRR images and intra-operative 2D X-Ray image should be computed by Mutual Information'"®
according to key positions of each degree of freedom which are recorded at the pre-operation stage. These similarity
metric values have significant effects on the final accuracy of registration, so we apply the normalized mutual
information (NM1)*® based on entropy theory, which is less sensitive to changes in overlap parts of two images. It
satisfies the following equation:

H(M)+H(R)
H(M,R)

Here M represents the pre-operative DRR images, while R is the 2D X-Ray reference image. And H is the Shannon
entropy defined as:

NMI(M,R) = (11)

H=-> p logp, (12)

pi is probability of intensity distribution. In the case of H(M,R), pi means the joint intensity distribution of moving
(DRR) and reference image (X-Ray). Fig.3. illustrates the similarity value distribution by NMI metric against x-axis
rotation of 3D volume.



—+—Similarity

Normalize Mutual
Information

= TR T RN = B - R R = = R

e 1

-16 - -4.5 -1 0.4 ] 6.5 10

¥-awis Rotation

Fig.3. Value of metrics to describe similarity against x-axis rotation. Each point is used as training data for SVR.

Just like the above 1D distribution of similarity metric, it could be extended to the case of multi-parameters. As
described in Section 2.1, each degree of freedom would be treated as a feature and the corresponding NMI similarity
metric distribution would be treated as outputs of training model in the SVR method. Subsequently, the training model is
trained in the pre-registration stage to help predicting the similarity metric by means of equation (10).

Refer to our proposed method and registration framework, another kind of similarity metric (Estimated Metric) is
computed by SVR in the stage of intra-registration during surgery. Because of the prediction feature of SVR, the
similarity metric values could be estimated without generating corresponding DRR image. Fig.4 illustrates the
comparison between real sparse training data and continuous estimated similarity distribution by SVR method against Y-
axis transformation. Consequently, SVR method has not only built up an estimated searching space successfully and it is
still able to keep the characteristic of the target metric function as well.
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Fig.4. Thin dot line describes the training similarity data, and thick solid line shows the regression result by SVR to estimate
the distribution of similarity metric.

3.3 Transformation

Because the parameters of transformation are chosen as the features in the SVR method, its degree of freedom represents
the complexity of regression problem. In this paper, rigid-body transformation is well satisfied the experimental brain
data. Thus the dimension of searching space is six, which is a typical case of SVR method. We represent the parameter
of transform as a six-component vector including three rotation degree of freedom (¢ x, ¢y, ¢z ) and three translation
degree of freedom ( tx, ty, tz).



3.4 Optimization

In our 2D/3D registration, patient alignment is achieved by iteratively solving an optimization problem in six degrees of
freedom. Firstly, parameters are initialized as the current position related to the standard position of 3D volume.
Subsequently, during the process of optimization, the 3D volume undergoes rigid-body transformations where each
degree of freedom is varied until an optimum estimated similarity value is achieved.

For many conventional optimization problems, preventing from getting trapped into local optima of the similarity
function is always the popular topic. One possible solution is to repeatedly start the optimization from different starting
points in the searching space, eventually choosing the best result as optimum. However, it is highly time-consuming and
the performance of registration procedure would also be deteriorated. Another widely used technique to overcome local
optima is simulated annealing method, which follows local gradients, but occasionally will move against the gradient in
order to escape a local extremum. This method would be induced in our future application of registration in the case of
the existence of local optima in similarity metric function.

Fortunately, in this paper, it turned out that the estimated similarity function distribution generated by SVR method is
smooth enough to be optimized (refer to Fig.5.). The global optimum also implies the best pose of transform to be used
to register between DRR and X-Ray image. By tuning the learning step of gradient ascent optimal strategy on the
estimated searching spaces given by SVR method like Fig.4, optimal parameters of transformation are finally determined
to guide the original 3D volume matching the 2D X-Ray image.

4. EXPERIMENTAL RESULTS

We evaluated our 2D/3D registration methods with preoperative MRI data sets and simulated intra-operative
fluoroscopic X-Ray image. The format of 3D T1-MRI data is 181X 217 X181, slice thickness is Imm. 2D X-Ray
image is simulated by 3D MRI using DRR method, its size is 220X 250. The experiments are performed on a PC with
Core-T2400 1.83GHz, 1GB RAM.

4.1 Kernels of SVR

In the pre-registration stage of our experiments, there is a trade-off between accuracy of similarity metric prediction and
time consuming on training by SVR. On the other words, the performance of SVR has significant effects on the
registration results. To this point, various kinds of kernel function of SVR method described in (9) are experimented
with different capacity control C to build up the estimated distribution of similarity metric function. Fig.5 illustrates the
comparison NMI metric estimation function against z-axis rotation of 3D volume with different SVR parameters. Other
parameters of transformation would lead to similar results. Table.1 illustrates the time consuming against different
capacity control C corresponding to Fig.5.

Three types of Kernel in SVR method are demonstrated as follows:

RBF Kernel: K(x;,x;)= exp(—y”xi -X, ||2), 7>0 (13)

Linear Spline Kernel: K(x;,x;) :szl Ky (x],x5) (14)
1 1

K,(u,v)=1+ uv+§uvm|n(u,v)—gm|n(u,v) (15)

d . . .
X" s the d-th dimension of vector x.

Exponential RBF Kernel: K(x;,x;)= exp(—;/Hxi —X; H) y>0 (16)
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Fig. 5. Comparison of various SVR method. Thin dot lines describe the training similarity metric, and thick lines (solid and
dashed) show the regression result by SVR to estimate the distribution of similarity metric. a) K1 = Radial Basic
Function (RBF), C = <=(thick dashed line), C = 200(thick solid line); b) K2 = Linear Spline Kernel, C = <=(thick
dashed line), C =200(thick solid line); ¢) K3 = exponential RBF, C = oo (thick dashed line), C = 200(thick solid line).

Table.1 Training Time against different capacity control C.

Training Time () C =200 C=c
Radial Basic Fucntion (RBF) 106.4 481.2
Linear Spline Kernel 114.7 2429.2
Exponential RBF 96.8 473.2

Experimental results reveal that exponential RBF with infinite C ought to be the best one suitable for estimation of
similarity metric in our 2D/3D registration method. Undoubtedly, the smoother and the more accurate estimated
similarity metric distribution is, the faster optimizer could find the optimum out. However, when capacity control is
assigned as infinite, the training time is much long than the case of smaller C. Consequently, it had unexpectedly
increased computing time of pre-registration and delayed the inter-operative process of registration as well. On the other
hand, we could also notice that when capacity control C is finite, e.g. C = 200, the solution is only incapable of
accurately modeling the peak in the data, but it could still keep the characteristic of the target metric function. That is to
say, the peak of the estimated function located at the same position as the one of target function, which does not hinder
the performance of our optimizer to find the optimum in the estimated searching space if we tune the searching step
carefully. In brief, SVR with exponential RBF kernel by additional capacity control (C = 200) would be ultimately
chosen for the subsequent steps of 2D/3D registration to reach the target of robustness and efficiency.

4.2 MRI X-Ray experiment

Once most suitable SVR is decided and the estimated searching space is acquired, we could adopt our optimizer, which
is described in section 3, to search the space finding the optimal parameters. An experimental result of registration for
3D MRI Brain data set and 2D X-Ray image is illustrated in Fig. 6.

a) b)
Fig.6 Registration between 3D MRI data and simulated X-Ray image. a) shows the 2D X-Ray image with contours (white
lines) of DRR image at an initial position. b) shows the 2D X-Ray image with contours of DRR image at an final
position by our proposed registration method.



In order to evaluate the results of our proposed registration method, Table.2 summarized some attributes in order to
compare our proposed registration method with the conventional one, which uses Mutual Information as similarity
metric and calculates large number of intra-operative DRRs at each optimization step for searching the optimal six rigid
parameters of transformation.

Table.2 Evaluation of our proposed method compared with conventional method.

Features Our Proposed Method Conventional Method

DRR generation times 313 ( pre-operative ) 473 (intra-operative )
Time consuming (S) 375.3 930.1
Squared Sum Difference (SSD) 0.1951 0.2118

By means of our registration method, we could find that result is as accuracy as the conventional method. SVM model
generate a very smooth and accurate searching space. And because of its sparse, no intra-operative DRR images should
be generated, which compensate the disadvantages of generating large number of DRR images at each step of
optimization in the conventional method. To this point, we successfully saved the computing time to boost up the
performance of intra-operative stage in our novel 2D/3D registration framework.

5. CONCLUSION

This paper proposed a novel 2D/3D registration framework using Support Vector Machine. With the help of SVR
method, we estimated the similarity metric efficiently and avoid generating time-consumed intra-operative DRR images
successfully. The experiments also reveal that our method has a satisfying performance comparing with the conventional
registration method.

Our future work will be focus on eliminating the current limitation of rigid registration. It would be promoted to apply
for the non-rigid registration by changing the parameters of rigid transform into free-from deformation. In SVR method,
the input of training data becomes to be the parameters of free-from deformation instead of rigid ones. The main
challenges are efficiency, robustness and accuracy.
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